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1 Notation
• G unless specified otherwise is a finite abelian group with addition as

the group operation

• Ĝ is used to denote the group of characters of the finite abelian group
G
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• L(G) - the set of all complex valued functions on the group G

• If f : G Ï C is a nonzero function, then the fourier transform of f ,
denoted by Ff or f̂ is given by

f̂ (χ) =
∑

x∈G

f (x)χ(x)

• supp f = {x ∈ G : f (x) 6= 0}

• θ(G, k) = min{|supp f̂ | : 0 6= f ∈ L(G), |supp f | ≤ k}

• d1(n, k) = the largest divisor d of n less than or equal to k, d2(n, k) =
the smallest divisor d of n greater than or equal to k. If we let
di(n, k) = di for i = 1, 2, we define

u(n, k) = n
d1d2

· (a1 + a2 − k)

2 Overview
Uncertainty principle has its origins deep rooted in physics. The classical
Heisenberg uncertainty principle being the most famous one; it said that
the position and velocity of an object cannot both be measured precisely
at the same time. Drawing inspiration from that, over the last hundred
years, people have tried to extend the idea to many other fields. All of
them try to relate the function and its Fourier transform, and conclude that
both the function and its Fourier transform can not both be very small.
In 1989, Donoho and Stark [4] studied this phenomenon for functions on
finite groups. It states that if G is a finite abelian group and Ĝ is its dual
group, f : G Ï C is a nonzero function, f̂ : Ĝ Ï C is its Fourier transform,
then

|supp (f )| · |supp (f̂ )| ≥ |G|
This result is discussed in 3. The main resource used in this section is [15]
and [3].

Recently, Tao improved on this result [14] for a cyclic group of prime order
by proving that

|supp (f )|+ |supp (f̂ )| ≥ |G|+ 1
The proof of this result relies on a very crucial result which says that the
determinant of any minor in the Fourier transform matrix does not vanish.
In this document, I have presented two proofs of this fact due to Tao [14]
and Frenkel [5]. The main resources used in this section are [14], [5] and
[16].
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In section 5, building on the idea of Tao, Murty and Whang prove a similar
result

|supp (f )|+ |supp (f̂ )| ≥ |G|+ 1
for cyclic group G of composite order given a certain property (proposi-
tion 5.7) is satisfied [11]. The proof in this section uses some results from
Lie groups and representation theory such as Weyl character formula. I
have tried to make the document as self contained as possible but for more
material on (compact) Lie groups and representations, please use [1][12][6]
[2]. A lot of the arguments in this section is the same as Tao.

Next, in section 6, as noted by Tao in his paper [14], we present another
proof of Cauchy Davenport theorem and a variant of Cauchy Davenport
as proven in [11]. We also look at some observations made about sparse
polynomials in [11] and [14].

In section 7, we study a result by Meschulam which also relates the support
size of a function on finite abelian group and support size of the Fourier
transform of the function, but it is special because the proof is seemingly
different from the two previous proofs as seen in the previous sections. It
uses submultiplicativity of certain quantities and manages to relate these
quantities to get a wonderful result.

3 Preliminary Uncertainty Principle
Theorem 3.1. Let G be a finite abelian group. Say f : G Ï C is a func-
tion on G that is not identically zero. If f̂ is the corresponding Fourier
transform, then we have

|supp f | · |supp f̂ | ≥ |G|

Proof. Notice that we have a inner product on the space L(G) given by

〈f , g〉 =
∑

x∈G

f (x)g(x)

This inner product induces a norm given by

||f ||22 =
∑

x∈G

|f (x)|2

Let ||f ||∞ = supx∈G |f (x)|, then we have the observation

||f ||22 ≤ |supp f | · ||f ||2∞ (1)

Since |χ(x)| ≤ 1 ∀x ∈ G ,

||f ||∞ ≤
1
|G|

∑

χ∈Ĝ

|f̂ (χ)| (2)
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Now, using Cauchy Schwartz inequality we have

||f ||2∞ ≤
1
|G|2

∑

χ∈Ĝ

|f̂ (χ)2|
∑

χ∈supp f̂

12

≤ 1
|G|2 ||f̂ ||

2
2 · |supp f̂ |

||f ||2∞ ≤
1
|G|2 · ||f̂ ||

2
2 · |supp f̂ | (3)

Using Plancherel’s identity we have ||f ||22 = 1
|G| ||f̂ ||

2
2, after we plug this into

(3) and use (1) we have

||f ||2∞ ≤
1
|G| · ||f̂ ||

2
2 · |supp f̂ |

||f ||22 ≤
1
|G| ||f ||

2
2 · |supp f | · |supp f̂ |

Finally, we have our required result which is

|supp f | · |supp f̂ | ≥ |G|

Proof of Plancherel’s identity:

||f ||22 = 〈f , f〉
=
∑

x∈G

f (x) · f (x)

=
∑

x∈G



 1
|G|

∑

χ∈Ĝ

f̂ (χ)χ(x)



 ·



 1
|G|

∑

ψ∈Ĝ

f̂ (ψ)ψ(x)





= 1
|G|2

∑

χ∈Ĝ

f̂ (χ)
∑

ψ∈Ĝ

f̂ (ψ)
∑

x∈G

χ(x)ψ(x)

= 1
|G|

∑

χ∈Ĝ

f̂ (χ)f̂ (χ) from orthogonality relations

= 1
|G| ||f̂ ||

2
2
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4 Tao’s result

4.1 Theorem statement and key proposition
Theorem 4.1. Let p be a prime. If f : Z/pZ Ï C is a nonzero function,
then

|supp f |+ |supp f̂ | ≥ p + 1
Conversely, if A,B are two nonempty subsets of Z/pZ such that |A|+ |B| ≥
p + 1, then there exists a function f such that supp f = A, supp f̂ = B.

The proof of this theorem is based on the following proposition.

Proposition 4.2. Let p be a prime number and 1 ≤ n ≤ p. Let {x1, . . . , xn}
be distinct elements of Z/pZ and {ξ1, . . . , ξn} be distinct elements of Z/pZ
as well. If ω := e2πi/p , then the matrix (ωxiξj )1≤i,j≤n has nonzero determi-
nant.

I will present two proofs of this proposition, one due to Tao and the other
due to Frenkel.

4.2 Tao’s proof of the main proposition
Lemma 4.3. Let p be a prime, n ∈ Z>0. Let P(z1, . . . , zn) be a polyno-
mial with integer coefficients. Suppose that we have n p-th roots of unity
ω1, . . . , ωn such that P(ω1, . . . , ωn) = 0, then p|P(1, . . . , 1).

Proof. Since ωj is a p-th root of unity, we have ωj = ωkj for some 0 ≤ kj ≤ p.
Define a new polynomial Q(z) as follows:

Q(z) = P(zk1 , . . . , zkn ) (mod zp − 1)

Q(z) is also a polynomial with integer coefficients of degree less than p.
Note that Q vanishes at ω and Q(1) = P(1, . . . , 1). Since Q(ω) = 0, therefore
the minimal polynomial of ω (1 + z+ · · ·+ zp−1) divides Q(z). This implies
(1 + z + · · · + zp−1)R(z) = Q(z). Evalutating at z = 1, we have p · R(1) =
Q(1) = P(1, . . . , 1). As R(z) also has integer coefficients, we note that R(1)
is an integer and conclude that p|P(1, . . . , 1).

Proof of proposition 4.2. Let ωj := eeπixj /p . Each ωj is a distinct p-th root of
unity and we want to show that

det(ωξk
j )1≤j,k≤n 6= 0

Define the polynomial D(z1, . . . , zn) := det(zξkj )1≤i,j≤n

• D(z1, . . . , zn) is a polynomial with integer coefficients
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• D vanishes when zj = zj ′ for j 6= j ′, therefore D factors in the following
manner

D(z1, . . . , zn) = P(z1, . . . , zn)
∏

1≤j≤j ′≤n

(zj − zj ′)

• D(1, . . . , 1) = 0 and p | 0 therefore we cannot use lemma 4.3 to con-
clude that D(ω1, . . . , ωn) 6= 0. Instead we will prove that P(1, . . . , 1) is
not a multiple of p which will imply P(ω1, . . . , ωn) 6= 0Ñ D(ω1, . . . , ωn) 6=
0 and we get our required claim.

To find P(1, . . . , 1) we do the following. We apply the following operator
(
z1

d
dz1

)0(
z2

d
dz2

)1(
z3

d
dz3

)2

· · ·
(
zn−1

d
dzn−1

)n−2(
zn

d
dzn

)n−1

to D(z1, . . . , zn) and then evaluate at (1, . . . , 1).
There are 0+1+2+· · ·+n−1 = (n−1)n/2 many differential operators. The
same as the number of linear factors in the factorisation of P(z1, . . . , zn).
Moreover, after we apply the differential operators, the only terms that
contribute to the sum are those where there are no linear factors (the
ones with even one linear factor vanish because 1 − 1 = 0 ). Therefore(
zn d

dzn

)n−1
must eliminate all the n−1 linear factors (zj−zn) and this can be

done in (n−1)! ways (just chain rule written in a fancy manner). Similarly,(
zn−1

d
dzn−1

)n−2
eliminates all the n − 2 linear factors (zj − zn−1) in (n − 2)!

ways. Finally, after appling all the differential operators and evaluating at
(1, . . . , 1) we get

(n − 1)! · (n − 2)! · · · 3! · 2! · 1! · 0! · P(1, . . . , 1) = (∗)
We still need more information to conclude what we want about P(1, . . . , 1).
So, let us apply the differential operator to the definition of D(z1, . . . , zn).
We keep a small result in mind, zk d

dzk z
ξl
k = ξlzξlk .

zn
d
dzn

∣∣∣∣∣∣∣∣∣

zξ1
1 zξ2

1 zξ3
1 · · · zξn1

zξ1
2 zξ2

2 zξ3
2 · · · zξn2

... ... ... . . . ...
zξ1
n zξ2

n zξ3
n · · · zξnn

∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣

0 0 0 · · · 0
zξ1

2 zξ2
2 zξ3

2 · · · zξn2
... ... ... . . . ...
zξ1
n zξ2

n zξ3
n · · · zξnn

∣∣∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣∣

zξ1
1 zξ2

1 zξ3
1 · · · zξn1

0 0 0 · · · 0
... ... ... . . . ...
zξ1
n zξ2

n zξ3
n · · · zξnn

∣∣∣∣∣∣∣∣∣

+· · · · · ·

· · ·+

∣∣∣∣∣∣∣∣∣

zξ1
1 zξ2

1 zξ3
1 · · · zξn1

zξ1
2 zξ2

2 zξ3
2 · · · zξn2

... ... ... . . . ...
ξ1zξ1

n ξ2zξ2
n ξ3zξ3

n · · · ξnzξnn

∣∣∣∣∣∣∣∣∣
Continue this to get

(
zn

d
dzn

)2

∣∣∣∣∣∣∣∣∣

zξ1
1 zξ2

1 zξ3
1 · · · zξn1

zξ1
2 zξ2

2 zξ3
2 · · · zξn2

... ... ... . . . ...
zξ1
n zξ2

n zξ3
n · · · zξnn

∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣

zξ1
1 zξ2

1 zξ3
1 · · · zξn1

zξ1
2 zξ2

2 zξ3
2 · · · zξn2

... ... ... . . . ...
ξ2

1zξ1
n ξ2

2zξ2
n ξ2

3zξ3
n · · · ξ2

nzξnn

∣∣∣∣∣∣∣∣∣
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Now that we understand the pattern, when we apply all the operators we
are left with the following matrix

∣∣∣∣∣∣∣∣∣

zξ1
1 zξ2

1 zξ3
1 · · · zξn1

ξ1zξ1
2 ξ2zξ2

2 ξ3zξ3
2 · · · ξnzξn2

... ... ... . . . ...
ξn−1

1 zξ1
n ξn−1

2 zξ2
n ξn−1

3 zξ3
n · · · ξn−1zξnn

∣∣∣∣∣∣∣∣∣

Next, when we evaluate this at (1, . . . , 1) we get the Vandermonde determi-
nant det(ξk−1

j )1≤j,k≤n. This determinant evaluates to

(∗) = ±
∏

1≤j,j ′≤n

(ξj − ξj ′)

Since all the ξj are distinct, the product is nonzero and is not 0 modulo p.
Moreover n < p and therefore all the elements in the product (n − 1)! ·
(n−2)! · · · 1! are not 0 modulo p, therefore it follows that p does not divide
P(1, . . . , 1) and we have proven our claim.

4.3 Frenkel’s proof of the main proposition
Lemma 4.4. Z[ω]/〈1− ω〉 = Fp
Proof. Take f (X) = 1 + X + X2 + · · ·+ Xp−1.

• f (ω) = 0

• f is irreducible due to Eisenstein at p
This tells us that f must be the minimal polynomial of ω.
Consider the maps

φ : Z[X] Z[X]/〈f (X)〉 = Z[ω]

Z 3 r r

X ω

ψ : Z[X] Z[X]/〈1− X, p〉 = Fp

Z 3 r r (mod p)

X 1

∼

∼
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Next, we note that 〈p〉, 〈1− X〉 ⊆ Kerψ, and f (1) = p

Ñ f (X) ≡ p (mod 1− X)
Ñ f (X) = p + g(X)(1− X)
Ñ 〈f (X)〉 = 〈p + g(X)(1− X)〉

⊆ 〈p, 1− X〉
Ker(φ) ⊆ Ker(ψ)

This means that ψ factors through φ.

I will take a slight detour and explain what factors through means.
If φ : G Ï K is a group homomorphism and π : G Ï H is a surjective
group homomorphism such that Ker(π) ⊆ Ker(φ). Then we say that φ
factors through π if there is function η such that φ = η ◦ π .

G K

H s.t. φ = η ◦ π

φ

π η

We can define η as follows: For each h ∈ H there is a g ∈ G such that
π(g) = h, we can then define η(h) = f (g). It can be checked that this is a well
defined group homomorphism. Next, let us look at the kernel of this map
η. I claim that Ker(η) = π(Ker(φ)). If x ∈ Ker(η) then η(x) = 0, since π is a
surjective map therefore there exists a y ∈ G such that π(y) = x Ñ φ(y) =
η(π(y)) = η(x) = 0 Ñ y ∈ Ker(φ) Ñ π(y) = x ∈ π(Ker(φ)) Ñ Ker(η) ⊆
π(Ker(φ)). For the other direction, suppose x ∈ π(Ker(φ)), then there exists
y ∈ Ker(φ) such that π(y) = x Ñ η(x) = η(π(y)) = η(x) = 0Ñ x ∈ Ker(η)Ñ
π(Ker(φ)) ⊆ Ker(φ). Moreover, from the first isomorphism theorem we
have Ker(φ)/Ker(φ) ∩Ker(π) ∼= π(Ker(φ))Ñ Ker(φ)/Ker(π) ∼= π(Ker(φ)).

Now, let us go back to our proof of the lemma and use this result. We
observed that ψ factors through φ and therefore we have the following
diagram

Z[X] Z[X]/〈1− X, p〉 = Fp

s.t. η = ψ ◦ φ

Z[X]/〈f (X)〉 = Z[ω]

ψ

ηφ

From the claim proven in the previous paragraph we have Ker(η) = Ker(ψ)/Ker(φ) =
〈1−X, p〉/〈f (X)〉 = 〈1−ω, p〉 = 〈1−ω〉 since p ≡ f (ω) ≡ 0 (mod 1−ω). There-
fore by the first isomorphism theorem again we have Z[ω]/〈1−ω〉 ∼= Fp .
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Lemma 4.5. Let 0 6≡ g(x) ∈ Fp[X] be a polynomial of degree less than
p. Then, the multiplicity of any element 0 6= a ∈ Fp as a root of g(X) is
strictly less than the number of nonzero coefficients of g(X).
Proof. Proof by induction. Say g(x) were constant, then our proposition is
trivially true. Now, suppose the proposition is true for all polynomials of
degree less than deg(g) = k, 1 ≤ k ≤ p. Consider the case when g(0) = 0
(has no constant term). Here, g(X)/X is a nonzero polynomial with degree
less than k, therefore by the induction hypothesis, the proposition is true for
g(X)/X, but g(X) and g(X)/X have the same number of nonzero coefficients,
therefore the claim is true for g(X) as well. Next, say g(0) 6= 0. Take the
derivative of g(X) that is g ′(X). g ′(X) is a nonzero polynomial with degree
less than k and therefore by induction hypothesis, the proposition is true
for g ′(X). Since, the multiplicity of 0 6= a ∈ Fp as a root of g(X) can exceed
that of g ′(X) by atmost 1, therefore the proposition is true for g(X) as well.
And, we are done.

Proof of proposition 4.2. Take J, K ⊆ Z/pZ with |J| = |K|. We want to say
that

det(ωj·k)j∈J,k∈K 6= 0
OR, in terms of simple linear algebra





ω1·1 ω1·2 · · · ω1·|K|

ω2·1 ω2·2 · · · ω2·|K|

... ... ...
ω|J|·1 ω|J|·2 · · · ω|J|·|K|









x1
x2
...

x|K|



 =





0
0
...
0





the system above has no nontrivial solution.
So, let us focus attention on the polynomial P(z) =

∑
k∈K xkzk ∈ Z[ω][X].

Since P(z) vanishes at ωj ∀ j ∈ J , therefore
∏

j∈J (z − ωj) | P(z). Applying
lemma 4.4 to the coefficients of P(z) we obtain the polynomial P̄(z) divisible
by (z− 1)|J|. Next, we observe that P̄(z) has atmost |K| nonzero coefficients
and |J| = |K|, therefore P̄(z) has atleast |K| multiplicity for a nonzero root
which is a contradiction to lemma 4.5. This implies that P̄(z) ≡ 0 which
means 1− ω | P(z). Divide P(z) by 1− ω and repeat the argument. We can
keep doing this indefinitely unless xk = 0 ∀ k ∈ K. Thus, we have proven
what we wanted.

Now that we have proved proposition 4.2, let us proceed with the proof of
theorem 4.1.
A simple consequence of proposition 4.2 is
Corollary 4.6. Let p be a prime, A, Ã be nonzero subsets of Z/pZ such
that |A| = |Ã|. The linear transform T : `2(A)Ï `2(Ã) defined by Tf = f̂ |Ã
is invertible.
`2(A) denotes all the functions f that vanish outside A.
Proof. If we look at the fourier transform matrix, then this corollary follows
directly from proposition 4.2.
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4.4 Proof of the main theorem of Tao
Proof of theorem 4.1. The first part is a proof by contradiction. Suppose

|supp f |+ |supp f̂ | ≤ p

Let A = supp f . We choose a set Ã disjoint from supp f̂ such that |A| = |Â|
(this can be done because once we remove all the elements of supp f̂ from
Z/pZ, we are left with p−|supp f̂ | ≥ |A| elements ). This means Tf = f̂ |Ã = 0
but f 6= 0 which is a contradiction to corollary corollary 4.6. Therefore our
assumption is wrong. We must have

|supp f |+ |supp f̂ | ≥ p + 1

For the second part, it suffices to prove the theorem for the case |A|+ |B| =
p + 1. Say |A| = k. If we choose an Ã of size k as disjoint as possible
from B (if we remove all the elements of B from Z/pZ, we are left with
p − |B| = |A| − 1 elements), then we get Ã such that Ã ∩ B = {ξ}. By the
corollary corollary 4.6, T is invertible, that is we can find a f ∈ `2(A) such
that f̂ vanishes on Ã\{ξ} and is nonzero on ξ . Such a function is nontrivial,
must be nonzero on all of A and nonzero on all of B. Since this contradicts
the uncertainty principle proved in the first part, we must have

supp f = A, supp f̂ = B

This completes the proof.

5 Generalisation of Tao’s result
Well, we see that the key idea in Tao’s paper is the non vanishing nature of
the determinant of the Fourier transform matrix. After the simple case of
Z/pZ, the question is: for what other group does this condition hold (with
or without extra conditions). It turns out that such a condition is true for
Z/mZ where m is composite, albeit with an extra condition. We will see
what the condition and the result is.

Theorem 5.1. Let m > 1 be an integer and let f : Z/mZÏ C be a nonzero
function. If P(supp f ) or P(supp f̂ ) holds, then

|supp f |+ |supp f̂ | ≥ m + 1

Conversely, suppose A,B are nonzero subsets of Z/mZ satisfying |A| +
|B| ≥ m + 1. If P(A) holds, then there is a function f : Z/mZ Ï C such
that supp f ⊆ A and supp f̂ = B. Furthermore, if P(B) holds, then f can be
made to satisfy supp f = A.

10



Here as well, we try to get a proposition similar to the one due to Tao
(proposition 4.2). But before we state the proposition, let us note down a
result on vanishing sums of roots of unity which is turn out to be useful
later on.

Lemma 5.2. Let m = pa1
1 · · ·parr . If W (m) = {n ∈ Z≥0 : ω1 + · · · + ωn = 0}

where ωi is a primitive m-th root of unity, then

W (m) = Np1 + · · ·+ Npr

This result is due to [8].

5.1 Main proposition
5.1.1 Background on U(n), its representation, Weyl formulae

Let n be a positive integer, and U(n) be the group of complex unitary
matrices. We know that U(n) is a compact, connected and real Lie group.

Proposition 5.3. Every compact, connected Lie group has a maximal
torus.

Proof. Every group has a tori, namely {e}. Let {e} = T1 ⊆ T2 ⊆ · · · ⊆
Ti ⊆ · · · be a sequence of tori. Then, we note that the increasing sequence
dim(Ti) is bounded by dim(G) and thus the sequence has to be constant
after a while and therefore a maximal torus has to exist.

Proposition 5.4. The maximal torus of U(n) is the group of all diagonal
matrices T , where an element of T is of the form t = diag(eit1, · · · , eitn )
with ti ∈ R.

Proof. This group T is definitely isormorphic to Tn. Say there is another
maximal torus that is strictly larger than than T . Take an element g ∈ U(n)
that commutes with every element of T . But then g has to have the same
eigenvalues as T and therefore diagonal. Hence, proved.

For the rest of this section, we will use the following notation.
By weight, we mean a sequence κ = (κ1, . . . , κn) ∈ Zn. We call the weight
dominant if κ1 ≥ κ2 ≥ · · · ≥ κn and strictly dominant if the inequalities
are strict. Given a weight κ, we define a function fκ : T Ï C by setting
fκ(t) = dκ1

1 · d
κ2
2 · · ·dκnn for t ∈ T

Proposition 5.5. Any element of a compact, connected Lie group is a
conjugate to an element of its maximal torus.

Proof. This is called the Cartan’s theorem and proof can be found in [2]’s
chapter 16-17.
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Using this Proposition, we note that any element of U(n) is conjugate to
some element t ∈ T . And since character is a class function, it is defined
by its behaviour on T . Next, we note a really powerful and useful formula
that will come in handy later in the section.

Proposition 5.6 (Weyl Character Formula). Each dominant weight λ cor-
responds to a unique irreducible χλ of U(n), given by

χλ(t) =
∑

s∈Sn sgn(s)es·(λ+ρ)(t)
∑

s∈Sn sgn(s)es·ρ(t) = det(dλj+ρji )
det(dρji )

In the above theorem, the action of s ∈ Sn on κ is given by s · κ =
(κs−1(1), . . . , κs−1(n)). The proof of this theorem is standard and can be found
in [6].
For more theory of compact Lie groups and representation theory, please
refer to [1], [2], [12].

5.1.2 Proof of the main proposition

Proposition 5.7. Let m = pa1
1 · · ·parr . Let ι1, . . . , ιn and κ1, . . . , κn be integers

distinct modulo m such that
∏

1≤i<j≤n |κi − κj |∏
1≤i<j≤n(j − i)

6∈ Np1 + · · ·+ Npr

Then det(ωιi·κj ) 6= 0, where m-th root of unity.

Proof. Let ωi = ωιi . Rearrange κ1, . . . , κn if necessary to obtain a dominant
weight κ = (κ1, . . . , κn). Now, we want to prove that χλ(ω1, . . . , ωn) 6= 0 where
λ = κ − ρ.
Let the representation of U(n) corresponding to χλ be πλ . Denote Ω =
diag(ω1, . . . , ωn) ∈ U(n). Since a representation is a group homomorphism,
and Ωm = 1 Ñ πλ(Ω)m = 1. Thus, every eigenvalue of πλ is a m-th root
of unity. Since χλ(Ω) = tr(πλ) is a sum of m-th roots of unity, there are
exactly deg(χλ) of them (with multiplicity). If χλ(Ω) were indeed 0, then by
lemma 5.2 we have deg(χλ) ∈ Np1 + · · ·+Npr . Using the dimension formula
leads to a contradiction to our hypothesis. Thus, our assumption is wrong.
We must have χλ(Ω) 6= 0.

Now that we have a "Tao-like" proposition, we expect a corollary similar as
corollary 4.6. We obtain the following

Corollary 5.8. Let A, Ã ⊆ Z/mZ be nonempty subsets of equal cardinali-
ties. If P(supp f ) or P(supp f̂ ) holds, then the linear map T : `2(A) Ï `2(Ã)
given by Tf = f̂ |Ã is an isomorphism.

Proof. The coefficient matrix of T is exactly the one we have in lemma 5.2
and the result follows from lemma 5.2.
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Proof of theorem 5.1. We proceed in a similar manner as Tao. For the
first statement, we shall assume to the contrary that |supp f | + |supp f̂ | ≤
m. First, let us solve for the case P(supp f ) holds. Get a set Ã ⊆ Z/mZ
such that |supp f | = |Ã| and Ã ∩ supp f̂ = φ. Since f is nonzero, we have
Tf 6= 0 due to corollary 5.8, but supp f̂ ∩ Ã = suppTf 6= ∅, a contradiction
to our assumption. Thus, our assumption must be wrong and we have
the required claim. In the case that P(supp f̂ ) holds, the same reasoning
will give us what we need but we consider a different function using the
fourier inversion formula. Let g be the function given by g(x) = f̂ (−x).
Here, supp g = {−x : x ∈ supp f̂}, this implies P(supp g) holds, therefore
from the earlier part we have

|supp g |+ |supp ĝ | ≥ m + 1

And, from Fourier inversion formula

F(ĝ)(x) = F(F(g))(x) = 1
mg(−x) = 1

mf̂ (x)

This means that mĝ = f by the uniqueness of Fourier transform, and thus
we get |supp ĝ | = |supp f |. Finally, we have

|supp f |+ |supp f̂ | ≤ m + 1

Now, for the converse. It suffices to prove the claim for the case |A|+ |B| =
m + 1. When |A|+ |B| > m + 1, we can simply apply the claim to the pair
A,B′ ⊆ B such that |A|+ |B′| = m+1 and take generic linear combinations
to get the required function f as in the case of Tao.
Therefore, assume |A| + |B| = m + 1 and let P(A) holds. For every β ∈ B,
let Aβ = Z/mZ\(B\{β}). Note that |A = |Ã| and by corollary 5.8 there exists
fβ ∈ `2(A) such that f̂β vanishes on A\{β} and nonzero at β. Thus we have
supp f̂β ⊆ B for each β ∈ B. Taking linear combinations of each such fβ we
can obtain a function f ∈ `2(A) such that supp f̂ = B.
Now, suppose P(supp f̂ ) holds as well. Then P(−B) also holds and thus by
the observation made just before this, we can find a function g ∈ `2(B)
such that supp ĝ = A. Let h1 = ĝ , so that supph1 = supp ĝ = A. From the
Fourier inversion formula, we obtain supp ĥ1 ⊆ B. If h2 ∈ `2(A) be such
that supp ĥ2 = B. Taking linear combination of h1, h2 gives us the required
function φ : Z/mZ Ï C such that suppφ = A, supp φ̂ = B as we wanted.
Hence, we have proved the theorem.

6 Applications of the Uncertainty Principles thus
obtained
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6.1 Classical Cauchy-Davenport theorem and a variant
Theorem 6.1. If 0 6= A,B ⊆ Z/pZ, then the sumset A + B = {a + b|a ∈
A, b ∈ B} has the bound

|A+ B| ≥ min{|A|+ |B| − 1, p}

Proof. Let A,B be the required subsets of Z/pZ. Now, take two subsets
X, Y of A,B respectively such that |X| = p + 1− |A|, |Y | = p + 1− |B|. Us-
ing the result in theorem 4.1 we get two functions f , g such that supp f =
X, supp f̂ = A and supp g = Y, supp ĝ = B. Let us investigate the con-
volution f ∗ g . If x 6∈ A + B, then for any y ∈ B we have a x − y ∈ A,
this means f (x − y)g(y) = 0 ∀y ∈ B and therefore z 6∈ supp (f ∗ g), this
implies supp (f ∗ g) ⊆ A + B. From the convolution theorem we have
f̂ ∗ g(χ) = f̂ (χ) · ĝ(χ). This means supp (f̂ ∗ g) = X ∩ Y . Note that

|X ∩ Y | = |X|+ |Y | − |X ∪ Y |

and therefore
|X ∩ Y | = max{|X|+ |Y | − p, 1}

Using all this information we have

|supp (f ∗ g)|+ |supp (f̂ ∗ g)| ≥ p + 1
|A+ B|+ |X ∩ Y | ≥ p + 1

|A+ B| ≥ p + 1−max{|X|+ |Y | − p, 1}
|A+ B| ≥ min{|A|+ |B| − 1, p}

This finishes the proof.

Theorem 6.2. If 0 6= A,B ⊆ Z/mZ, then the sumset A + B = {a + b|a ∈
A, b ∈ B} has the bound

|A+ B| ≥ min{|A|+ |B| − 1,m}

Proof. We proceed as in theorem 6.1. Let A,B be the required subsets
of Z/mZ. Now, take two subsets X, Y of A,B respectively such that |X| =
m + 1− |A|, |Y | = m + 1− |B|. Note that

|X ∩ Y | = |X|+ |Y | − |X ∪ Y |

and therefore
|X ∩ Y | = max{|X|+ |Y | −m, 1}

Note that we can choose X, Y such that P(X ∩ Y ) holds (choose X, Y such
that X ∩ Y is an arithmetic progression with common difference 1). By
theorem 5.1 we can get functions f , g such that

supp f ⊆ A, supp f̂ = X, supp g = B, supp ĝ = Y

14



Next, due to arguments similar to the proof in theorem 6.1 supp (f ∗ g) ⊆
A+ B, supp (f̂ ∗ g) = X ∩ Y . Since P(X ∩ Y ) holds and f ∗ g is nonzero, due
to theorem 5.1 we have

|supp (f ∗ g)|+ |supp (f̂ ∗ g)| ≥ m + 1
|A+ B|+ |X ∩ Y | ≥ m + 1

|A+ B| ≥ p + 1−max{|X|+ |Y | −m, 1}
|A+ B| ≥ min{|A|+ |B| − 1,m}

6.2 Roots of sparse polynomials
An immediate consequence of Tao’s result is as follows. Any sparse poly-
nomial p(z) =

∑k
j=1 ckznj with k+1 nonzero coefficients and 0 < n0 < · · · <

nk < p when restricted to the p-th roots of unity, can have atmost k roots.
For if we view p(ωi) as a function of i ∈ Z/pZ with ω being a p-th root
of unity, we notice that p(z) has a Fourier transform whose support size
is k + 1, and therefore the support of the polynomial is atleast p − k by
theorem 4.1. This implies that p(z) has atmost k zeroes.

Since, we also saw the generalisation of Tao’s result, a natural question
to ask is whether a similar result holds there as well. Indeed, there is a
similar result. Any sparse polynomial p(z) =

∑k
j=1 ckzκj with k+ 1 nonzero

coefficients, when restricted to the m-th roots of unity, and
∏

1≤i<j≤n |κi − κj |∏
1≤i<j≤n(j − i)

6∈ Np1 + · · ·+ Npr

can have atmost k roots. For if we view p(ωi) as a function of i ∈ Z/mZ with
ω being a m-th root of unity, we notice that p(z) has a Fourier transform
whose support size is k+ 1, and therefore the support of the polynomial is
atleast m − k by theorem 5.1. This implies that p(z) has atmost k zeroes.

7 Further result
Meschulam proves a very special result for a general finite abelian group.
He proves that

Theorem 7.1. Let f ∈ L(G) s.t. 0 6= |supp = k| and let di = di(n, k) for
i = 1, 2. Then,

|supp f̂ | ≥ n
d1d2

(d1 + d2 − k)

To prove this theorem, we will need the following lemmas.
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Lemma 7.2. Let H be a subgroup of G and 1 ≤ k ≤ |G| = n. Then there
exists integers 1 ≤ s ≤ |H| and 1 ≤ t ≤ |G/H| such that st ≤ k and

θ(G, k) ≥ θ(H, s) · θ(G/H, t)

The proof of this lemma requires us to define what the functions look like
in L(H) and L(G/H) given that a function in L(G) is given. And we also need
to look at the corresponding fourier transforms. So, let us do that first.

Lemma 7.3. H⊥ ∼= Ĝ/H

Proof. If χ ∈ H⊥, then it gives rise to a character χ̃ ∈ Ĝ/H defined by
χ̃(y) = χ(y). This gives the required isomorphism.

Lemma 7.4. For η ∈ Ĥ and χ ∈ H⊥,

f̂ (η̃ · χ) = F̂η(χ̃)

Proof. Say [G : H] = r and let {yi | 1 ≤ i ≤ r} be the left coset representa-
tives of H .

f̂ (η̃ · χ) =
∑

x∈G

f (x)η̃(−x)χ(−x)

=
r∑

i=1

∑

z∈H

f (z + yi)η̃(−z − yi)χ(−z − yi)

=
r∑

i=1

(
∑

z∈H

fyi (z)η̃(−z)
)
η̃(−yi)χ(−z − yi)

=
r∑

i=1

f̂yi η̃(−yi)χ(−yi)

=
r∑

i=1

Fη(yi)χ̃(−yi)

= F̂η(χ̃)

Proof of lemma 7.2. Let f ∈ L(G), |supp f | = k > 0 and keep the notations
same as in lemma 7.4. Next we define a set

I = {i | 1 ≤ i ≤ r, supp f ∩ (yi +H) 6= φ}

Say |I| = t . For η ∈ Ĥ , if j 6∈ I then supp f ∩ (yj + H) = φ Ñ f (z + yj) =
0∀z ∈ H Ñ fyj (z) = 0forallz ∈ H Ñ Fη(y j) = 0 Ñ |suppFη| ≤ |I| = t . Next,
by definition of θ(G/H, t) we have

|supp F̂η| ≥ θ(G/H, t)
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Before we proceed further let us make a small observation: If the sum of
p things is atmost q , then atleast one of them is atmost q/p.
This means there is an i ∈ I such that 1 ≤ |supp fyi | ≤ k/t . Next, we choose
an integer s appropriately such that st ≤ k. Let A = supp f̂yi ⊂ Ĥ . By
definition, we have |A| ≥ θ(H, s).
Since Fη(yi) = f̂yi η̃(yi) 6= 0 ∀ η ∈ A. Using lemma 7.4 and the other two
bounds we obtained above, we have

|supp f̂ | =
∑

η∈Ĥ

|supp F̂η| ≥
∑

η∈A

|supp F̂η| ≥ θ(H, s)θ(G/H, t)

Lemma 7.5. For any divisor d of n and for any 1 ≤ s ≤ d, 1 ≤ t ≤ n/d, we
have

u(d, s) · u
(n
d , t
)
≥ u(n, st)

Proof. Let k = st, ai = di(d, s), bi = di(n/d, t), ci = di(n, k) for i = 1, 2.

• a1 ≤ s ≤ a2

• b1 ≤ t ≤ b2

• sb1 ≤ k ≤ sb2

∴ m1 = max{a1, k/b2} ≤ s ≤ min{a2, k/b1} = m2

We want to show that

a1 + a2 − s
a1a2

· b1 + b2 − k/s
b1b2

≥ c1 + c2 − k
c1c2

Without loss of generality, less us assume that a1b1 ≤ a1b2 ≤ a2b1 ≤ a2b2.
Let us investigate the three cases

1. a1b1 ≤ k ≤ a1b2
Since both a1b1, a1b2 are divisors of n, we must have a1b1 ≤ c1 ≤ k ≤
c2 ≤ a1b2. Convexity of u means we just have to prove

a1 + a2 − s
a1a2

· b1 + b2 − k/s
b1b2

≥ a1b1 + a1b2 − k
a1b1a1b2

or equivalently

a1(a1 + a2 − k)(b1 + b2 − k/s) ≥ a1a2b1 + a1a2b2 − a2k

In this case we have m1 = a1 ≤ s ≤ m2 = k/b1. By convexity, we just
have to check the extreme cases

(a) For s = a1, the condition holds with equality
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(b) For s = k/b1, we have a1(a1 + a2 − s)b2 ≥ a1a2b1 + a1a2b2 −
a2b1sÑ a2

1b2 − a1b2s − a1a2b1 + a2b1s ≥ 0Ñ a1(a1b2 − a2b1)−
s(a1b2 − a2b1) ≥ 0 Ñ (a1b2 − a2b1)(a1 − s) ≥ 0 which definitely
holds.

2. a1b2 ≤ k ≤ a2b1
Since both a1b2, a2b1 are divisors of n, we must have a1b2 ≤ c1 ≤ k ≤
c2 ≤ a2b1. Convexity of u means we just have to prove

a1 + a2 − s
a1a2

· b1 + b2 − k/s
b1b2

≥ a1b2 + a2b1 − k
a1b2a2b1

or equivalently

(a1 + a2 − s)(b1 + b2 − k/s) ≥ a1b2 + a2b1 − k

In this case we have m1 = k/b2 ≤ s ≤ m2 = k/b1. By convexity, we
just have to check the extreme cases

(a) For s = k/b2, the condition is a1b1− sb1 ≥ a1b2− sb2 Ñ a1(b1−
b2)−s(b1−b2) ≥ 0Ñ (b2−b1)(s−a1) ≥ 0. This is obviously true.

(b) For s = k/b1, we have a2b2 − sb2 ≥ a2b1 − sb1 Ñ a2(b2 − b1) −
s(b2 − b1) ≥ 0Ñ (b2 − b1)(a2 − s) ≥ 0 which definitely holds.

3. a2b1 ≤ k ≤ a2b2
Since both a2b1, a2b2 are divisors of n, we must have a2b1 ≤ c1 ≤ k ≤
c2 ≤ a2b2. Convexity of u means we just have to prove

a1 + a2 − s
a1a2

· b1 + b2 − k/s
b1b2

≥ a2b1 + a2b2 − k
a2b1a2b2

or equivalently

a2(a1 + a2 − k)(b1 + b2 − k/s) ≥ a1a2b1 + a1a2b2 − a1k

In this case we have m1 = k/b2 ≤ s ≤ m2 = a2. By convexity, we just
have to check the extreme cases

(a) For s = k/b2, we have a2(a1 + a2 − s)b1 ≥ a1a2b1 + a1a2b2 −
a2b1sÑ a2

2b1 − a2b1s − a1a2b2 + a1b2s ≥ 0Ñ a2(a2b1 − a1b2)−
s(a2b1 − a1b2) ≥ 0 Ñ (a2b1 − a1b2)(a2 − s) ≥ 0 which definitely
holds.

(b) item For s = a2, the condition holds with equality.

Lemma 7.6. If ` is an integer such that ` ≤ k, then u(n, `) ≥ u(n, k)
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Proof. Let di = di(n, k), d̃i = di(n, `).
By definition, d̃i ≤ di, i = 1, 2.

1
d̃i
≥ 1
di

n
d̃1

+ n
d̃2
≥ n
d1

+ n
d2

−n`
d̃1d̃2

≥ −nkd1d2

Using the equations above, we can conclude the following

n
d̃1

+ n
d̃2
− n`
d̃1d̃2

≥ n
d1

+ n
d2
− nk
d1d2

n
d̃1d̃2

(d̃1 + d̃2 − l) ≥
n

d1d2
(d1 + d2 − k)

u(n, `) ≥ u(n, k)

Lemma 7.7. Let G be a finite abelian group with |G| = n. If d is a divisor
of n, then there is a subgroup of G of order d.

Proof. Let n = pa1
1 · · ·parr , and say d | n. If d = 1, then we are trivially

done. Say d 6= 1, then pi | d for some i. By Cauchy’s theorem, there is a
subgroup K of G such that |K| = pi. |G/K| < |G| and therefore by induction
hypothesis, there is a subgroup H/K of G/K such that |H/K| = d/pi. By
the third isomorphism theorem,

G/K
H/K

∼= G/H

This corresponds to finding subgroup H of G such that |H| = d.

Proof of theorem 7.1. We want to prove θ(G, k) ≥ u(n, k) by induction. The
case n = p translates to Tao’s claim. Suppose the proposition is true for
all groups of order less than |G| = n. Let H be the subgroup of order
d by lemma 7.7. By lemma 7.2, there exists integers 1 ≤ s ≤ |H| and
1 ≤ t ≤ |G/H| such that st ≤ k and θ(G, k) ≥ θ(H, s) · θ(G/H, t). Invoking
the induction hypothesis and using lemma 7.6 for H,G/H , we get

θ(G, k) ≥ θ(H, s) · θ(G/H, t) ≥ u(d, s)u(n/d, t) ≥ u(n, st) ≥ u(n, k)

This proves our claim.
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